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AUTONOMOUS NAVIGATION AND DENSE SHAPE
RECONSTRUCTION USING STEREOPHOTOGRAMMETRY AT

SMALL CELESTIAL BODIES

Jacopo Villa*, Jay McMahon†, Benjamin Hockman‡, Issa Nesnas§

Navigating spacecraft and mapping the surface in the vicinity of small So-
lar System bodies is historically challenging. While surface landmarks and re-
lated optical measurements are key to enhance navigational performance in such
an environment, processing close-proximity images relies on ground operations
and requires demanding, human-led coordination between orbit determination,
shape modeling, and image processing tasks. In this paper, we present a vision-
only autonomous pipeline for terrain-relative positioning, landmark matching, and
dense mapping to perform such optical-navigation tasks onboard. We leverage
stereophotogrammetric techniques, in particular structure-from-motion for camera
pose estimation and dense stereo matching for shape reconstruction. The pipeline
requires no prior knowledge of the environment or the observer’s state. Further,
we propose a novel feature matching algorithm based on geometric invariant prop-
erties between landmarks, rather than local image data, for feature description; we
show its robustness to lighting and viewpoint variations. We assess performance
for each pipeline phase using real imagery from the OSIRIS-REx mission, com-
paring our results with the mission’s reconstructed estimates. We demonstrate
good performance of the proposed approach using close-proximity images of the
rubble-pile asteroid Bennu, where surface shadowing and viewpoint changes are
prominent.

INTRODUCTION

Small body missions remain an active and lively area in astronautics. A deeper knowledge of
these celestial objects would not only provide great scientific value to study the formation and
evolution of our Solar System,1, 2 but it would also open technological opportunities such as ex-
ploiting small-body resources during future space missions and refining current planetary-defense
techniques for asteroid deflection.3, 4 On top of the tremendous achievements in small-body explo-
ration missions over the last decade, such as NASA’s OSIRIS-REx,5 JAXA’s Hayabusa26 and ESA’s
Rosetta,7 more and more missions are planned for the upcoming years, demonstrating that there is
still much to learn from these targets. NASA’s Psyche,8 Lucy,9 and Janus,10 as well as ESA’s Comet
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Interceptor,11 are just some examples of upcoming missions reaching a diverse and largely unknown
set of targets.

Today, operating a spacecraft in the vicinity of a small body is challenging, chiefly due to strong
perturbations in the dynamical environment, as well as the lack of knowledge about most target bod-
ies and their related physical properties, when these are firstly reached. In this context, precise navi-
gation plays a crucial role to ensure mission safety, GNC performance, and ultimately the fulfillment
of operational requirements. An established technique to achieve this is using imagery of the small
body to track reference surface points, a process known as landmark-based navigation. Tracking
surface landmarks using images is known as an arduous task: the appearance of small-body sur-
face topography, as seen from the spacecraft camera, is subject to continuous evolution, due to (1)
the rapid spin of small bodies about the axis of rotation, affecting surface lighting conditions and
causing shadow patterns to change, and (2) the relative motion between the surface and the orbiting
spacecraft, which in turn affects the viewpoint the surface is observed from. In current small-body
navigation, detecting and extracting landmarks from images is a ground-based process requiring
experienced specialists. Images are inspected and surface landmarks are selected and tracked man-
ually, based on the operator’s expertise. This process is highly coupled with shape-estimation tasks:
the appearance of the topography surrounding landmarks is predicted using simulated data, which
is then used to update both the local topographical data and the state of the observing spacecraft.
This process is known as Stereophotoclinometry (SPC) and is performed in closed-loop with opti-
cal navigation and orbit determination.12 These techniques represent the state of the art in terms of
navigation accuracy and shape modeling. However, performance trade with operational complexity
and reliance on human expertise, which in turn affect the scalability of small body missions and
put constrains on in-situ operations. A greater level of onboard autonomous navigation would in-
crease our capabilities in the Solar System, accelerating the exploration of the diverse and abundant
population of small bodies and potentially increasing the scientific return.13

Recently, the OSIRIS-REx mission pioneered autonomous vision-based navigation at the target
asteroid Bennu during the Touch-and-Go maneuver to acquire a surface sample. This operation
was successfully performed using Natural Feature Tracking (NFT), a technique leveraging a-priori
knowledge of surface topography to predict the appearance of optical data around landmarks and
match predictions with observed data during the descent.14 While this technique achieved mis-
sion objectives with outstanding performance and in an autonomous fashion, it still relied on prior
knowledge collected via human-based operations, especially the high-resolution shape model of the
asteroid Bennu and the higher-resolution topography map of the Touch-and-Go site, as well as the
set of surface landmarks selected for navigation. Another example of autonomy applied to small-
body missions is the upcoming vision-based navigation system aboard the ESA’s HERA mission.
The system makes use of frame-to-frame feature tracking techniques for proximity operations, but
is not provided with any feature matching or loop closure capabilities.15 Additionally, descriptor-
less feature tracking may only work for some types of surface topography (e.g. sparse rocks on top
of a relatively smooth surface background) and may suffer from drift due to moving shadows, as
previous studies have shown.16

Previous work has advanced autonomous navigation capabilities for several small-body scenar-
ios, such as optical navigation during far and close approach, as well as silhuette-based shape recon-
struction.17 Studies have also shown that modern Simultaneous Localization and Mapping (SLAM)
frameworks can be used for navigation.18 However, most of these works focused on real or sim-
ulated small body images capturing a relatively smooth topography, where the effects of evolving
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lighting conditions are less prominent and those of viewpoint are easier to compensate with proper-
ties of traditional visual features, such as SURF.19

One key challenge for autonomous navigation at small bodies is enabling robust, vision-based
navigation for proximity operations. This is the scenario where local shadowing effects – usually
caused by rocks and boulders – become dominant and, given the close-range perspective, viewpoint
changes are harder to model without an accurate topographical map of the surface, such as the those
produced via SPC. In this work, we propose an algorithmic pipeline to perform both navigation and
mapping in the proximity-operations scenario, where lighting and viewpoint are subject to rapid
evolution. Our pipeline is solely based on images as inputs and makes use of Stereophotogrammetry
(SPG) techniques to firstly estimate the camera poses and a sparse cloud of surface landmarks, and
secondly perform dense shape reconstruction of the observed surface. In addition to estimating
landmarks and camera poses for navigation purposes, onboard shape reconstruction can be valuable
to enhance situational awareness, such as performing hazard detection and avoidance, as well as
selecting landing and operational sites during the mission.

NAVIGATION AND MAPPING PIPELINE

In this paper, we define landmarks as the 3D locations on the small body surface corresponding
to an optical observation, and keypoints as the projections of landmarks into the camera plane, i.e.
the actual pixel coordinates of optical observations. Features are the data describing the traits of a
given keypoints, e.g. data related to the image region surrounding a keypoint. Camera poses are the
joint representation of camera position and orientation in 3D space. Finally, loop closure is the task
of detecting previously-estimated landmarks in order to refine the current camera pose and back-
propagate corrections in previous landmarks and camera poses. The latter is a common practice
within SLAM algorithms.

The proposed process is illustrated in Figure 1. The input data is imagery of the target body.
Camera intrinsic parameters can either be inputted or estimated in the process, depending on their
availability and accuracy. Input images can either be consecutive frames, or frames sampled under
considerably different lighting and viewpoint conditions. In the former case, frame-to-frame fea-
ture matching is executed to link optical observations throughout the image set. In the latter case,
an image pre-processing step is applied to detect keypoints ad extract robust feature descriptors
that are invariant to lighting and viewpoint; then, feature matching is performed using such robust
descriptors. Once feature matches are computed, a Structure-from-Motion (SfM) algorithm is run
to reconstruct both the observer’s camera poses and the observed surface landmarks. Lastly, using
such estimates of the observed scene, stereo matching is employed to estimate a dense representa-
tion of the small body surface. Stereo matching provides a dense point cloud as the output, which
can eventually be converted into a mesh representation of the surface.

This pipeline is solely based on optical data as inputs, and hence represents a purely vision-based,
surface-relative navigation system. As such, it requires no a-priori knowledge of the observed
scenario or the observer’s state. All estimated parameters are relative to the coordinate system
corresponding to the first camera pose. These can be translated and rotated to the small body-
fixed reference frame if an estimate for this transformation is available. Further, camera poses and
3D landmarks can be fed into a navigation filter in order to link such geometric estimates to the
dynamical environment and inertial parameters. One should note that, since the process is based on
monocular-camera images, the poses and landmark outputs lack an estimate of absolute scale. In
actual operations, this can be compensated by estimating the scale factor in the navigation filter, e.g.
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Figure 1: Proposed pipeline for navigation and dense mapping.

estimating the size of the observed small body.

SIMULATION SETUP

To assess robustness to the appearance and rapid evolution of optical data in proximity opera-
tions, we test our algorithms using real imagery from the OSIRIS-REx mission. The rich and rocky
surface of the mission target, asteroid Bennu, provides challenging surface conditions such as the
very dense field of rocks and boulders with self-similar traits, as well as the rapidly evolving sur-
face shadows. We use images acquired by the Natural-Feature-Tracking Camera (NFTCAM)20 to
assess frame-to-frame matching and SfM performance, and an imageset from the OSIRIS-REx’s
mapping camera (MAPCAM)21 to test robust feature matching, where the same scene is observed
with enough overlapping surface, but under different lighting and viewpoint. More details on each
imageset are provided in the corresponding section below. Further, we use reconstructed mission
data from the OSIRIS-REx’s SPICE kernels as references to compare our estimates with.22

POSE ESTIMATION

The first task executed by the autonomous pipeline is camera pose estimation. Not only is this
step essential for navigation, but it also provides reference geometric data for dense shape recon-
struction. In particular, the parameters of interest are the camera poses and the 3D landmarks,
in this case observed on the surface of the target body. Numerous approaches exist to tackle the
simultaneous estimation of camera poses and the environment 3D geometry. In this work, we ap-
ply a standard Structure-from-Motion algorithm: multiple observations of surface landmarks, from
different viewpoints, are leveraged to estimate the structure of the observed scene. We choose an
image set from the OSIRIS-REx mission, immediately before the descent for the Touch-and-Go
maneuver, using the imagery from the NFTCAM*. This is the image set processed by the onboard
autonomous system to guide the spacecraft to the surface and collect the sample. This scenario is
particularly challenging from the lighting standpoint, as shadows and shading effects rapidly evolve

*https://sbnarchive.psi.edu/pds4/orex/
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